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Consider a queue with infinite storage capacity. When the rate of the input traffic into
this queue is larger than the maximal service rate of the server, the queue is in overload.
This situation is undesirable since it causes the queue to grow indefinitely, thereby making
the quality of service delivered to clients worsen as time passes. Accordingly, classical queuing
theory (and practice) is mostly concerned with stable, or underloaded, queues.

But queues under overload may have interesting properties. This depends quite a lot on the
service discipline. For instance, in [1, 2], it has been found that the output rate of a Processor
Sharing queue in overload, measured in customers per unit time, is not a constant and actually
depends on the input rate and the Laplace transform of the service time distribution. Initially
obtained as a curiosity in queuing theory, this result has found applications in the analysis of
the Internet traffic, thanks to the combination of facts: the network is quite often in overload,
and it tends to serve long-lived information flows in a Processor-Sharing fashion [3]. Other
applications for queues in overload have been for web applications [4].

This talk will review properties of the output process and the waiting times in queues under
overload, for various service disciplines. For the Processor Sharing queue, we will show the
effect of overload on the discrimination of customers through their service time, the “elephants
vs mice” problem. Other issues such as the finiteness of the expected conditional response
time will be discussed [5].
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