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The Adam optimizer (Kingma & Ba, 2015)

Require: «: Stepsize
Require: 31,32 € [0,1): Exponential decay rates for the moment estimates
Require: f(6): Stochastic objective function with parameters ¢
Require: 6: Initial parameter vector
mo < 0 (Initialize 1*' moment vector)
vo + 0 (Initialize 2™ moment vector)
t < 0 (Initialize timestep)
while 6; not converged do
t+—t+1
g: < Vo fi(0:-1) (Get gradients w.r.t. stochastic objective at timestep t)
my <— 1 -my_1 + (1 — B1) - g (Update biased first moment estimate)
v < P2 -vi—1 + (1 — B2) - g7 (Update biased second raw moment estimate)
my < my/(1 — B1) (Compute bias-corrected first moment estimate)
vy — v /(1 — Bé) (Compute bias-corrected second raw moment estimate)
0; < 0;_1 — - my/(v/; + €) (Update parameters)
end while
return 6, (Resulting parameters)
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The Transformer (Vaswani et al., 2017)

Scaled Dot-Product Attention

Multi-Head Attention
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\l Discord

ChatGPT released (2022) ChatGPT

Examples Capabilities Limitations
*Explain quantum computing in Remembers what user said May occasionally generate
simple terms" earlier in the conversation incorrect information
"Got any creative ideas for a 10 Allows user to provide follow- May occasionally produce
year old’s birthday?" up corrections harmful instructions or biased
content
"How do | make an HTTP Trained to decline inappropriate
request in Javascript?” requests Limited knowledge of world and
events after 2021
>
Fres Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feadback will help us improve our systems and make them s
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Al TIMELINE (2016-2025)

2016 2017 2022
AlphaGo beats Transformer ChatGPT
Go world champion paper released released

D

2015 Generative
2016 Adam optimizer 2017 Al

Time travel invented Started %
invented my PhD
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In a typical OR application

We

* find an approximate solution

* to a simplified problem

* defined in terms of inaccurate data
* and/or estimated parameters

* while ignoring uncertainty*

* Not all may be (equally) applicable

ORrTEC



The solution
to our model...

T~ * find an approximate solution

\

* to a simplified problem

* defined in terms of inaccurate data

C 4 * and/or estimated parameters

" while ignoring uncertainty

Scie.
&
Machin.

Learning
and its realization

in the real world!

ORrTEC



Generative Al

L e R

The solution
to our model...

* find a better solution

* to a more realistic problem

* defined in terms of more accurate data
* and/or better estimated parameters

* while considering uncertainty

and its realization
in the real world!

ORrTEC



Generative Al can help us bridge...

=t

The model

The real world

orT:=C
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LRoute optimization
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(by ORTEC*) route with
no break.

Route when taking it
slow, legally requiring
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Workforce scheduling o,

III

‘d prefer to work Saturday
or Sunday but not both.”
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Al TAXONOMY

Al OR ML oL

Intelligent systems Decision optimization Learn from data Neural networks

O & [al

LLMs GenAl Agents

Learn by feedback Language models Content creation Autonomous actors




Al OR

Al TAXONOMY

ML DL

Intelligent systems Decision optimization Learn from data Neural networks

©» S

LLMs

Learn by feedback Language models

aa)

GenAl Agents

Content creation Autonomous actors

A taxonomy

* Al: Intelligent systems

* OR: Decision optimization
* ML: Learn from data

* DL: Neural networks

* RL: Learn by feedback

* LLMs: Language models

* GenAl: Content creation

* Agents: Autonomous actors

ORrTEC



Generative Pre-trained Transformer (GPT)

Generative pre-training

Qutput
Probabilities
[ Softmax__|
Add & Norm
Feed
Forward
[ Add & Norm |
T
Feed Attention
Forward ; ) Nx
— ]
N
f-" Add & Norm l Mosked
Multi-Head Multi-Head
Attention Attention
S J U Y,
Positional ) & Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Qutputs
(shifted right)
Transformer
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Fine-tuning

Generative pre-training

Add & Norm

QOutput
Probabilities

Add & Norm Multi-Head
Feed Attention
Forward Nx
Nix Add & Norm
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
Q \ 2,
Positional & ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Transformer

J

CHATBOT

1!
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Al Agent: LLM in a loop

Action

Agent /\

) Gmeee-s > | LLM Call ~ Environment

N

Feedback

Stop

https://www.anthropic.com/engineering/building-effective-agents

orT:=C
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Function calling

Action
s
/-
Human | ¢------ | LLM Call
: Feedback
v
Stop

Environment

Developer

(1
=
(2

| <

©

Execute Function Code

get_weather(*paris")

2

{“temperature™: 14)

| <

Model
Tool Definitions + Messages
get_weather(location) 3 I
What's the weather in Paris?
Tool Calls
got_weather("paris™) l
Results
All Prior Messages 3
|
("temperature™ 14}
Final Response
It's currently 14°C in Parls. '

https://platform.openai.com/docs/guides/function-calling

1!
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ACCURACY (%)

82

80

78

76

74

72

70€

Software engineering
SWE-bench Verified (n=500)

80.9%

77.9%
77.2%
76.2% 76.3%
74.5%
Opus 4.5 Sonnet 4.5 Opus 4.1 Gemini 3Pro GPT-5.1- GPT-5.1
Codex-Max

https://www.anthropic.com/news/claude-opus-4-5
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May 14, 2025 Science

AlphaEvolve: A Gemini-powered
coding agent for designing
(?) scientist/ Engineer advanced algorithms

DeepMind: AlphaEvolve

Prompt template  Choice of existing Initial program

and configuration e austor LKA Evaluation code with components
to evolve
| D
IR | S = L.
' Prompt sampler | |
i

|
I
|
I
I

LLMs ensemble Program database

Distributed Controller Loop | e

parent_program, inspirations = database.sample()

prompt = prompt_sampler.build(parent_program, inspirations)

diff = 1lm.generate(prompt)

child program = apply diff(parent_program, diff) ‘ :
results = .execute(child program) § e e
database.add(child _program, results)

—— — — — — — — - — —— . - ——. —. . . —. —. - . - —. - - - —. - - — — — — — — — - — —_— — — —_— — . — — — — — . — )

g AlphaEvolve

AlphaEvolve: A Gemini-powered coding agent for designing advanced algorithms - Google DeepMind

ORrTEC
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Microsoft: Al for supply chain optimization

@

-

- [Show me the shipping plan.J‘

Here is the plan. You can hover your mouse on each node or
edge to see more details.

1 L4200, C1
\\'\\_g? — R1 ‘—‘_——:;-__3!}_* 200
52 — m > T Q2
e R
53 L+1000 * C3

J

- [Is it possible for Roastery 1 to be exclusively used by Cafe 27 ]

If we exclusively transport beans from Roastery 1 to Cafe 2,
the cost would amount to $2570, representing an approxi-
mate increase of 270=2470 ~ 4% compared to the current
plan, which costs $2470. Would you like to implement this
change for future planning purposes?

Figure 1: OptiGuide interface.

Al

We need to write Python code to test the what-if scneario.

,for c in cafes:
i ifc !="cafe2":
m.addConstr(
y_light ["roasteryl", c] == 0, "")
m.addConstr(
y.dark["roasteryl", c] =0, "")

fThe result has m.objVal = $2570, which is higher than
+$2470 from the previous solution.

@ If we exclusively transport beans from Roastery 1 to Cafe 2,
the cost would amount to $2570, representing an approxi-
mate increase of m—g{ﬂ%ﬂ" = 4% compared to the current
plan, which costs $2470. Would you like to implement this
change for future planning purposes?

- [No. Who is the contact person for supplier 17 ]

We can use SQL command to find out the information.

! SELECT contact FROM suppliers WHERE id="supplieri®;

' Safeguard Alert: sensitive information. Approval required! ]

“_Ticket submitted.

@ To answer this question, we need approval from administrator
to access privileged information. We just created a ticket and
| will get back to you in 12 hours...

OptiGuide: GenAl for Supply Chain Optimization - Microsoft Research

ORrTEC


https://www.microsoft.com/en-us/research/project/optiguide-genai-for-supply-chain-optimization/
https://www.microsoft.com/en-us/research/project/optiguide-genai-for-supply-chain-optimization/
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Al

NVIDIA: supply chain agent

What is the optimal way to re-allocate AG0O00
for 10 customers with the lowest fulfillment
rates considering
* AB6000 supply in Taiwan increased by 40%
* Hong Kong's supply chain emergency
shutdown for 3 weeks
» Global demand for A6000 rises by 20%

O

User

This is the optimal way to re-allocate
AB000 considering your supply and
demand updates

-

-

[PTSESEE S —

2 8

N
NeMo Retriever Text-to-SQL Supply and
g Model Demand data
am
"+
Front End Agent
A o ‘Q i
. <" . <>
LLM Modeler LLM Coder NVIDIA cuOpt LLM Interpreter

Data to Math Mode! Math Mode! to Code Optimize the Objective Math Model to Text

https://developer.nvidia.com/blog/building-an-ai-agent-for-supply-chain-optimization-with-nvidia-nim-and-cuopt/
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GUROBI

OPTIMIZATION

Z/
u
Q. Search

INTRODUCTION
About this repository

Getting started

Use cases

LLM PROMPTING

Writing your first prompt
Example prompts

A deeper look

Custom GPTs

Tips and pitfalls

LEARNING OPTIMIZATION

Comparing to Machine Learning

Modeling

Gurobi: modeling assistant

C-E—:\s ﬂ‘?} "-?c:):-

Welcome to Gurobi Al Modeling!

gurobi-ai-modeling aims to familiarize users with using generative Al for mathematical modeling. This
repository contains documentation that features the following:

* Help users understand the capabilities and limitations of the state-of-the-art generative Al tools in
the context of optimization.

* Propose best practices for using generative Al to build and solve optimization models and describe

common pitfalls.

Gurobi Al Modeling Assistant
* Share examples of prompts and expected outcomes. “
» Describe tools that can help create and solve models.
Gurobi Al Modeling Assistant
> ,co ntents Corwerts 3 problem descnpton 1o gurobipy model and nune the

INTRODUCTION

* About this repository
© How to utilize this repository
o Structure
© What to take away from this

want to eat between 1800 and 2200 calones per day

- Al legst 91 gram of protein

* Getting started

At most 65 gram of fat
o Using ChatGPT as a translator for mathematics At most 1779 mg of sodium
s lse cases X i R N ; . i
o S pecialtl'es |Foad | Price | Calonies | Proten (g) | Fat (g) | Sodwum (mg)
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ORTEC: assistant

@ Home Zoetermeer test department Al Test

ORTEC Assistant 4z X
m Filvee All Tertitories

My sodution & not clustered snough, what can we do about that?

P Top—,

\ ) l} +.
Territonies (4) ot ‘ -

2 D :
Wrerhiuee . i i solution isn1 clusiersd enoogh” It u
D Naume Work time Pal > - " . g - .

Tharks for leTling me know you re concerned about clustenng! When a

ally 1

o~ terrdory sten't locuted close 10 each otfwr.
VMG o .® o - uga gecarnphically ¢ as youl'd ke
lemtory A S8h39min 732 " rogy s o SOME Wilrs e ¢ s NS
l Bloemendaal _ LY L . : 4 e el o kv e
481 18 mi 592 o e f.. ' = o We can fun tesit lion priceitizeg custenng. so terdones
$8 h 43 min Nz Haarlem % = . o - become more geographicaly focused-helping ene the
El ) Crariporctare 14me lermitory ar thes
49 h 23 min 330 B bt ihbeiist o Mr't'\sterdam . nt « TH sering. but thete may be mince
o . like & nhghily less b od watkload or & small scresse in
Nees gl e s "%
< . o - o Would you Ike me 10 51311 an optinmss 51 puts more errphss
®° histerins t e
Hoot clustering to cre ou
" et redye . LB . q“‘..“'” ' - {
Rernetioss bl . s hoa byt
» -
o ﬁ Wanap m
' 8 Agaéiveg @; sa'¥® @
Hitlegom bt «
[p—— A e T T LR S e
Customers v
Togs « Al | Unsssigned  Assigned Q
[[] Neme Textitory Tol. durstion ToL pal  Locstion Togs
C 150 mir 20 tocation 1 )
Yermory A 34 mur 14 Location 2 Q‘
Terrary Y 10167 24 Location 3 7
Termory A 40 1mir 20
Terraary D Sn12r 70 ocatlon 5 L
Tou work Sime » 0 mer
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\' OPERATIOMAL i
JOURNAL OF THE OPERATIONAL RESEARCH SOCIETY RESEARCH e Taylor & Francis

3
https://doi.org/10.1080/01605682.2025.2561762 NE ARy Teyor . Franas Croup

8 OPEN ACCESS ' Check for upd-ateei

The use of Generative Artificial Intelligence (GenAl) in operations
research: review and future research agenda

the OR workflow.” GenAlI is now being applied to

; ; o b
Qin Zhou® and Jiuh-Biing Sheu tasks such as translating natural language® into for-
*University of Southampton Business School, Southampton, UK; ®Departn| mal problem formulations, generating novel solution
National Taiwan University, Taiwan, R.0.C algorithms, synthesizing high-fidelity data for robust

simulation, and modelling complex strategic interac-
tions with unprecedented realism.* Its unique
ABSTRACT : = : strength lies in bridging the gap between the unstruc-
The emergence of Generative Artificial Intelligence (GenAl) repr el B e el 58 B 2 Fad e

ment in computational capabilities, offering transformative - - —
Operations Research (OR). This study explores the role of GenAl | Structured, formal domain of mathematical optimiza-

tematic literature review. Following a careful analysis of the co| tion, thereby enhancmg th? adaptab;h\g}r and scope of
papers are classified into two main categories based on the na operatnonal process&s E XX, \ e &
appllcatlon papers and (2) review and position papers. The latte Z:f

view of GenAl's broader implications for OR, while the application papers are organized int
a taxonomy encompassing three core dimensions: (1) GenAl for mathematical programmin; —— %
and optimization, (2) GenAl for stochastic systems, and (3) GenAl for simulation, strateg- =
analysis, game theory, and risk management. Drawing insights from both conceptual an'& & |
empirical studies, this review identifies cross-cutting themes and outlines a future researc
agenda to guide continued exploration at the intersection of GenAl and OR.

https://doi.org/10.1080/01605682.2025.2561762

-“P



https://doi.org/10.1080/01605682.2025.2561762

e b, ] Yol =

| Software




Seftware Operations Research in the era of Al

* LLMs = operating systems \'

Software
inthe era

* We’re in the 70s: terminal with 100k memory
* LLM psychology

* Encyclopedic knowledge with severe amnesia

* Opportunities , Of Al
 Partial autonomy Al applications: Andrej Karpathy
- Context management —

Founding Member, OpenAl

- LLM orchestrations

- Integrated GUI Andrej Karpathy: Software Is Changing (Again)

- Autonomy slider

* Human-Al verification, vibe-coding, demo (works.any()) vs product (works.all()), build for agents

: ORT=C


https://www.youtube.com/watch?v=LCEmiRjPEtQ
https://www.youtube.com/watch?v=LCEmiRjPEtQ
https://www.youtube.com/watch?v=LCEmiRjPEtQ

“Real world problems
are rarely as clean

I”

as our equations!

Founding Member, OpenAl







	ORTECT INTRO
	Slide 1
	Slide 2: The lineup
	Slide 3: The line up
	Slide 4: The warmup: what & when?
	Slide 5: AlphaGo beats Lee Sedol (2016)
	Slide 6: The Adam optimizer (Kingma & Ba, 2015)
	Slide 7: The Transformer (Vaswani et al., 2017)
	Slide 8: ChatGPT released (2022)
	Slide 9
	Slide 10
	Slide 11
	Slide 12: Real world problems…
	Slide 13: Real world problems are rarely as clean as our equations!
	Slide 14: 5 years from now?
	Slide 15: In a typical OR application
	Slide 16
	Slide 17
	Slide 18: Generative AI can help us bridge…
	Slide 19
	Slide 20: Workforce scheduling
	Slide 21: But… how?
	Slide 22
	Slide 23: A taxonomy
	Slide 24: Generative Pre-trained Transformer (GPT)
	Slide 25: Fine-tuning
	Slide 26: AI Agent: LLM in a loop
	Slide 27: Function calling
	Slide 28
	Slide 29: Back to OR…
	Slide 30: DeepMind: AlphaEvolve
	Slide 31: Microsoft: AI for supply chain optimization
	Slide 32: NVIDIA: supply chain agent
	Slide 33: Gurobi: modeling assistant
	Slide 34: ORTEC: assistant
	Slide 36
	Slide 37: Software
	Slide 38: Software Operations Research in the era of AI
	Slide 39: The Takeaway
	Slide 40


