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What happened around 2010?

Sift features

HOG features

Learned features

hand designed features à learned features



ImageNet Competition
Introduction deep learning



What can we learn from this in OR?

• What are the equivalent of “hand-designed designed features” in OR?

• Can we replace those hand-designed components by learning them?



Introduction Reinforcement Learning

• Agent acts in the real world 

• Agents tries to maximize total future reward

• Environment delivers back observations and reward signal

• Tradeoff between information gathering (exploration) and 
maximizing immediate reward (exploitation).



Bellman Equation

Policy: probability of taking 
action “a” in state ”s”). 

For a given policy, compute the value V(s) of each state:

Transition probability for moving to state s’,
given state s and action a.

Reward received for transition sàs’ under action a.

Discount factor <1 to discount future 



Policy Improvement

Given optimal values for given policy, choose the policy that moves you to the state with highest value:

Starting in state ’s’, average value of next state ‘s’’ 
if you take action ‘a’.

This process converges!



Intuition

maze values / policy



Modern “Deep RL” a lot more sophisticated

• Input sequence gets analyzed by CNN

• Data (experiences) are stored in a replay buffer

• Both value and policy are predicted by NN

• State transitions modeled by LSTM

• Future rewards are recorded as targets for V

• Policy is trained with policy-gradient

(From Jaderberg et al, 2016)
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Pancake Flipping Demonstration

Petar Kormushev, Silvain Calinon, Sarwin Caldwell, Italian Institute of Technology



AlphaGO: Man against Machine 1-4

AlphaZero only played against itself and became better than the best human overnight

The current best reinforcement learning system



Traveling Scientist Problem

…. ….

(x3,y3)(x1,y1)

(x4,y4)

(x2.y2)
…

Learn Policy,

by generating lots of example trajectories

Kool et al , ICLR 2019



Confusion alert: in these slides      is not the policy but the tour and ’s’ is the instance TSP 











How do we represent the policy?

• We want to use the power of deep learning to embed the nodes (e.g. learn features).

• But, the embedding can not depend on the order of the input sequence.

• Different number of neighbors

vs.

• No natural orientation/order of neighbors



Propagation rule:

Kipf & W. 2017Graph Convolutions

Use attention to compute weights





We encode the input nodes using a graph CNN



We decode the sequence iteratively











Lots of problems can be tackled 
with this model!





Afterthoughts

• Learn to solve OR problems by simulating
lots of examples and finding patterns.

• Right now not competitive with hand designed
solvers for large problems.

• However, we can quickly generate new 
solutions for new problems in the same family.

• Perhaps hybrid methods will do better than either in isolation?

• In the long run, will ML overtake human designed methods (similar to computer vision)?

We are here for OR


