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## Fast convergence

- THEOREM : $\mid$ OPT $-\sum_{i=1}^{k} E\left[\min _{t \in[1, T]} Z_{t}^{i}\right] \left\lvert\, \leq \frac{U}{k+1}\right.$
- Note : Also prove other bounds ind. of $U$ (even if $U=\infty$ )
- Note : analysis tight in the worst-case
- In many examples converges much faster
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- $E\left[\min _{t \in[1, T]} Z_{t}^{k}\right]$ can be computed by sim!
- No curse of dimensionality!
- Completely data-driven
- Recursive, complexity $\uparrow$ in $k$
- But only need a few terms!
- Explicit runtime depends on assumptions + type of approx.
- In general $\epsilon$-approx for OPT in $T^{\text {poly }\left(\frac{1}{\epsilon}\right)}$ time! (w.h.p.)
- Also get efficient stopping strategies ...
- $\approx$ Stop when $Z^{\text {poly }\left(\frac{1}{\epsilon}\right)}$ goes below $\epsilon$
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## "Canonical" Theorem

- Suppose $P\left(Z_{t} \in[0,1]\right)=1$ for all $t$.
- Then for all $\epsilon, \delta \in(0,1), \exists$ a rand. alg. $\mathcal{A}_{\epsilon, \delta}$ s.t. $\ldots$
- In time

$$
2^{O\left(\frac{1}{\epsilon^{2}}\right)} \times T^{O\left(\frac{1}{\epsilon}\right)} \times \log \left(\frac{1}{\delta}\right)
$$

- With only $\uparrow$ calls to a simulator for $\mathbf{Y}$ (cond. on hist.),
- Returns r.v. X s.t.

$$
P(|X-\mathrm{OPT}| \leq \epsilon) \geq 1-\delta
$$
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- Idea is simple and intuitive
- Previously overlooked, not focused on the "right" marts
- Past marts yielded soln $\forall$ subproblems $\rightarrow$ comp. slow
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- $\tau$ : STOP when you see a 1 or the horizon ends
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- Explicit (normed) cond. exp.
- Total flow pushed in round k is $E\left[\min _{t \in[1, T]} Z_{t}^{k}\right]$
- OBS : Expansion $\rightarrow$ simple and explicit opt. dual sol.
- OBS : Expansion $\rightarrow$ simple and explicit opt. stop. rule
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